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• Document-based communication facilitates crucial

interactions, decisions and actions

Why visually-rich documents? 

→ human brain processes visual information 6-600 times faster 

→ visual content helps readers retain more information

→ layout provides a physical content organization for better retrieval

• Technology assistance is vital for the digitalization quest
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Humans and organizations are drowning

in visually-rich documents…

Processed manually

= Inefficient



Two primary challenges: 

I. Need for reliability, robustness and control 
over associated risks

II. Complexity of processing, long multimodal 
documents algorithmically
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…yet organizations lag in 
adopting automated document 
processing solutions

Intelligent Automation (IA)

Document Understanding (DU)



❑ Investigated the quality of predictive uncertainty quantification (PUQ) on 

document data and task distributions, devising novel, scalable PUQ methods

❑ Promoted more realistic datasets and evaluation, fostering generic DU research

❑ Designed practical frameworks for targeting efficient multipage processing 

This dissertation innovates in and contributes to: 

I. Reliable and Robust Deep Learning

II. Realistic and Efficient Document Understanding

4

We focus on fundamental enablers and 

methodological advances 
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Overview: publications and innovation scope
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I. Reliable and Robust

Deep Learning

6
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Probabilistic predictors output unreliable uncertainty

Bayesian Deep Learning (BDL):

Investigate parameter uncertainty

Predictive Uncertainty Quantification:

Disentangle sources of uncertainty

Knowledge gaps:

• Missing evaluation of PUQ in NLP

o Applicability and scalability?

• Architecture, prior and hyperparameter 
influences on uncertainty quality

→ Alternative confidence scoring functions?



Is cross-domain robustness in NLP obtainable?

→This is a far different “beast” than detecting a fox in a cats vs. dogs problem 
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Contributions: Reliable and Robust

• BDL survey and literature review

• PUQ methods NLP benchmark

• Novel hybrid PUQ methods

• Real-world evaluation setups

• Take-home guidelines for PUQ

Predictive Uncertainty for Probabilistic 

Novelty Detection in Text Classification

ICML UDL 2020

Benchmarking Scalable Predictive 

Uncertainty in Text Classification

IEEE Access 2022
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✓6 text classification datasets

✓2 neural network architectures

✓6 unique, 28 total uncertainty methods

✓5 uncertainty measures

✓3 experiment setups

✓5 random seeds

✓4 hyperparameter ablations
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Presenting the first, comprehensive benchmark for 

scalable PUQ in NLP 
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We propose novel, hybrid PUQ methods from 

complementarity in function space

MC Concrete Dropout Ensemble:

• Presented empirical evidence for theory of complementarity 
in function space

• Superior at novel class robustness and out-of-domain 
detection, even at a lower ensemble size 
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II. Realistic

and Efficient

Document Understanding
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Shifting the focus to Document Understanding
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Document Understanding

• Datasets lacking variety, scale and 

multipage documents

• Current benchmarks evaluation 

does not transfer downstream

Document data unavailability

• Text-only LLMs for any document task?

• Foundation models more powerful, yet 

also more cumbersome

Pretrain-finetune | Foundation models

• More generally applicable, embrace real-world complexity

• More efficient at modeling the multimodality of documents

• Evaluation more in sync with downstream requirements

Objectives



Modality-centric

Single domain

Single task

Extractive QA

Single page

Specific OCR

Accuracy-focused

…

Multimodal

Multidomain

Multitask

Multi QA

Multipage

Multi OCR

Multi metric

…
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What are DU benchmarks missing?

How documents naturally appear in processing workflows

How humans naturally interact with documents

Design criteria:



Contributions: Realistic

Document Understanding Dataset and 

Evaluation

ICCV 2023

Competition on Document 

UnderstanDing of Everything (DUDE)

ICDAR 2023 *oral

• Formalization of multi-page DC

• Construction of two novel datasets

• Survey and recommendations:
• Complete DC methodology

• Dataset construction efforts

Beyond Document Page Classification: 

Design, Datasets, and Challenges

WACV 2024 *oral
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• Design of multi-faceted dataset

• Comprehensive evaluation of SOTA

• Baseline and competition results

• Calibrated, selective generation

15



Document classification is more complex than reported
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A multi-faceted benchmark for generic DU challenges 

the state-of-the-art
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Document UnderstanDing of Everything
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-Everything-, you mean?



Contributions: Efficient

• KD benchmark on VDU tasks

• Novel downstream evaluation

• Enrich LLMs with semantic layout

DistilDoc: Knowledge Distillation for 

Visually-Rich Document Applications

ICDAR 2024 (under review)
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Knowledge distillation facilitates small, specialized 

task modules that enrich downstream representations 
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1. Best KD method

• SimKD > vanilla KD, on par with teacher, + under covariate shift

2. Teacher-Student capacity gap

• ViT-Tiny SimKD→16x smaller model retains 90% rel. accuracy

3. Impact of Pretraining on KD

• ViT2ViT > DiT2ViT, - under covariate shift

4. Architecture influence

• Random initialization & DLA-KD: CNN > ViT

5. Applicability for downstream tasks

• DLA-enriched spacing prompting contributes positively to DocVQA
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DistilDoc streamlines research on compression 

tailored to VDU tasks



My dissertation addresses gaps, proposes methodologies opening new opportunities:

1. Limited research on scalable uncertainty quantification in NLP

✓ Comprehensive survey and benchmark 

✓ Design of hybrid PUQ methods, offering better robustness and scalability

2. Disconnect DU research and applications

✓ Complete redefinition of document classification and methodology

3. Unpredictable performance of SOTA for generic DU

✓ Multi-faceted benchmark and competition incorporating all document modalities

✓ Promote the layout modality and how to obtain it efficiently

Conclusions

22



23A striking, ultra-realistic poster featuring a heartfelt "Thank You" message spelled out in a modern, bold font. The background is a visual representation of a million business 

documents, with different colors, patterns, and textures, creating a dynamic and visually rich atmosphere., poster @


