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Predictive uncertainty is a key enabler for reliable ML
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Predictive Uncertainty in practice
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Monte Carlo Dropout (Gal & Ghahramani 2016)

Uncertainty quantification

...
Residual heteroscedastic loss & extensions 
(Kendall & Gal 2017; Xiao & Wang 2019)

I. Regularization (dropout, L2 weight decay)
II. Stochastic output layer 
III. Attenuated learned loss



Methodology & experiments

Research question:

How reliable are Monte Carlo Dropout-based uncertainty estimates for unsupervised detection of 
novel class data in text classification?

Methodology:

• 3 real-world multi-class news and sentiment classification datasets

• 1-D ConvNets for text classification (Kim 2014)

• 5 uncertainty quantification model setups

• Robustness protocol of leave-one-class-out
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Key findings (1/2)
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• Necessary regularization for uncertainty estimation proves to not 
always guarantee increase in model performance.
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Key findings (2/2)

• MC Dropout and extensions underestimate uncertainty

• Predictive entropy demonstrates superior performance



Taking this forward

a. underrepresentation of NLP in Bayesian Deep Learning research

b. embedding in a theoretical framework
• What does uncertainty represent in an NLP task context?

• How does uncertainty manifest? 

• What forms of uncertainty require capture?

• What architectures in combination with regularization methods are best suited?

c. extended uncertainty protocols for benchmarking

d. extended uncertainty quantification methods 
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Thank you! Questions?
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Backup slides
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Questions to be expected

Q A

Why so little datasets? three real-world text corpora with differing number of classes and size of documents. 
Additional focus was the classification complexity.

Why Reuters? For novelty detection, shows easy separable classes. Multi-label annotations ensure class 
separability information. Then why would uncertainty not be able to communicate on it? 
Would expect it to go wrong for classification in a spectrum/ordinal scale.
-> going for semi-synthetic experiment 
not as good as an “MNIST” for NLP ☺

Softmax thresholding 
and calibration

-> perfect calibration requires less uncertainty quantification. 
Yes, but data uncertainty can communicate on label noise, which might be captured less 
by calibration. 

Little fine-tuning of 
regularization 
parameters

Admittedly, we would have done more fine-tuning on these parameters. However, 
striving for SoTa was not the goal here. We tried to find an OK out-of-the-box setting.

Why no MI?
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Research Question & Contributions
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We investigate the reliability of Monte Carlo Dropout-based 
uncertainty estimates for unsupervised detection of novel class data 
in text classification and find that the studied methods underestimate 
uncertainty.
• We experimentally demonstrate on real-world text classification datasets that 

uncertainty modelling with Bayesian DL methods does not guarantee 
performance increase on classification and calibration metrics.

• We propose a methodology of leave-one-class-out to empirically compare the 
robustness of uncertainty quantities under novel class distribution shift.
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